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Reinforcement Learning
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Safety-Critical Applications



  

Safety-Critical Applications



  

Safe Reinforcement Learning
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Lagrange Multipliers

Convert the constrained problem to an unconstrained problem

argmaxC (π )≤d R (π ) = minλ≥0 argmaxπ [R(π )−λ (C (π )−d)]

Chen Tessler, Daniel J. Mankowitz, Shie Mannor. 
“Reward Constrained Policy Optimization.” ICLR 2019.

Alternate      updates with      updatesπ λ

Safety at convergence



  

Safe Exploration

All Policies

Optimal policy

Safe Policies

Optimal safe policy

Plain RL
Safe RL

Safe exploration



  

Constrained Policy Optimization

Joshua Achiam, David Held, Aviv Tamar, Pieter Abbeel. 
“Constrained Policy Optimization.” ICML 2017.

Trust region –
Policies “close” to
the current value

Best reward update

Estimated constraint
satisfaction

Best safe update

Illustration based on https://bair.berkeley.edu/blog/2017/07/06/cpo/ 
Joshua Achiam, David Held, Aviv Tamar, Pieter Abbeel. 
“Constrained Policy Optimization.” ICML 2017.

https://bair.berkeley.edu/blog/2017/07/06/cpo/


  

Model-Based Reinforcement 
Learning
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Safe MBRL

Zuxin Liu, Hongyi Zhou, Baiming Chen, Sicheng Zhong, Martial 
Hebert, Ding Zhao. “Constrained Model-based Reinforcement 
Learning with Robust Cross-Entropy Method.” arXiv 2021.
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Supervised Learning
Online “shallow”

RL algorithm

Guanya Shi, et al. “Neural Lander: Stable Drone Landing 
Control Using Learned Dynamics.” ICRA 2019.



  

Verified Reinforcement Learning
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Unsafe states

Safe(π ) := ∀ i , Pπ(si∈SU )=0

argmaxSafe(π )R (π )



  

Shielding

Mohammed Alshiekh, Roderick Bloem, Rüdiger Ehlers, 
Bettina Könighofer, Scott Niekum, Ufuk Topcu. “Safe 
Reinforcement Learning via Shielding.” AAAI 2018.
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He Zhu, Zikang Xiong, Stephen Magill, Suresh 
Jagannathan. “An Inductive Synthesis Framework 
for Verifiable Reinforcement Learning.” PLDI 2019.

Generated by
“shallow”
methods



  

REVEL

Greg Anderson, Abhinav Verma, Isil Dillig, Swarat Chaudhuri. “Neurosymbolic 
Reinforcement Learning with Formally Verified Exploration.” NeurIPS 2020.
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Train the
whole policy

together

π(s)=if ϕ(s , f (s)) then f (s)else g(s)



  

Mirror Descent (for RL)

Abhinav Verma, Hoang M. Le, Yisong Yue, Swarat Chaudhuri. “Imitation-Projected 
Policy Gradient for Programmatic Reinforcement Learning.” NeurIPS 2019.

● Lift a shield to a neurosymbolic policy
● Update the policy in the neurosymbolic space
● Project the resulting neurosymbolic policy back onto the 

space of shields

Shields
Neurosymbolic 

policies



  

Mirror Descent in REVEL

● Lift a shield to a neurosymbolic policy
– Imitation learning: 

● Update the policy in the neurosymbolic space
– Gradients descent on the neural component

● Project the resulting neurosymbolic policy back onto the 
space of shields
– Imitation learning once again

g(s)→ if ϕ(s , f g(s))  then f g (s)  else g(s)

Lots of
theory here

Neural networks
are universal

approximators



  

Results

Crash!

Crash!

Better reward

Adaptive Cruise Control

Distance to lead car
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